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Empathic Mirroring Responses to Compensate for AI Chatbot Failures 

 

Abstract 

In the face of uncertainties where responsibility for AI failures cannot be attributed to a 

specific market actor, this research explores how companies can employ persuasive tactics to 

manage corporate crises caused by AI chatbot failures. Specifically, we provide evidence 

regarding the effectiveness of different formats of a “mirroring strategy,” which involves 

denying responsibility by attributing blame to external factors, such as consumer misuse of 

technology. Our investigation reveals that employing the mirroring strategy, combined with 

displays of empathy toward consumers, can significantly reduce firms’ reputational damage 

during AI chatbot crises, regardless of the pre-existing narratives shaped by news media in 

their reporting. 
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1. Introduction 

Artificial intelligence (AI) has emerged as a game-changing innovation with vast 

implications for business and society (Hartmann et al., 2024; Yalcin et al., 2022). Although 

marketers strive to create positive impacts by implementing this technology, AI failures are 

almost inevitable (Pavone et al., 2023; Srinivasan and Drial-Abi, 2021). Several high-profile 

cases have triggered public outrage and caused significant damage to firms’ reputations. In 

some cases, firms attribute responsibility to others (e.g., consumers, AI-based agents, or AI 

developers) for erroneous outcomes, resulting in direct confrontations with consumers 

regarding who is accountable for the AI failure (Yagoda, 2024). Although the crisis 

communication literature provides multiple strategies for responding to crises, AI failures 

pose unique challenges for marketers. Traditionally, firms address reputational crises by 

identifying the attribution of responsibility, conceptualized through two dimensions: the locus 

of causality (i.e., whether internal or external factors caused the issue) and controllability 

(i.e., the extent to which the service provider could control the failure; Coombs, 2007). 

However, in the context of AI, determining the locus of causality and controllability is more 

complex than in human-made crises (Prahl and Goh, 2021). Consequently, key stakeholders 

may experience inherent uncertainty about their responsibilities for AI failures (Lee et al., 

2021). 

In this uncertain context represented by AI failures, we propose that firms can apply 

persuasive tactics to mitigate corporate crises and, in turn, maintain positive relationships 

with consumers. This involves what Prahl and Goh (2021) refer to as the “mirroring 

strategy.” Mirroring is a form of denial through scapegoating, transferring the blame for AI 

failures to public misuse of technology. For instance, firms might argue that AI failures, such 

as those involving chatbots, result from inappropriate user behavior, such as malicious 

prompt injections—hacker-generated prompts designed to manipulate AI systems (Liu et al., 

2023). However, there is limited evidence regarding the effectiveness of the mirroring 

strategy and its impact on firms’ reputations. This research addresses this gap through a series 

of studies. 

2. Theoretical Background 

During crises, the public relies on information from various sources to make sense of the 

situation and assign responsibility (Coombs, 2007). News media content about AI failures 

shapes consumer responses, including negative emotions (Kim and Cameron, 2011), 
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responsibility attributions (Cho and Gower, 2006), and organizational reputation (Mason, 

2019). According to Jin et al. (2020), crisis responsibility information is often perceived as 

ambiguous, particularly when multiple sources present conflicting accounts of the causes. AI 

failures are novel and complex phenomena involving many actors that influence service 

outcomes (Syed, 2023), making attribution of responsibility more challenging. A study of 

European news coverage of AI failures (Barassi et al., 2022) revealed that journalists offer 

diverse explanations for AI errors, attributing responsibility inconsistently. In this context, 

four actors may emerge in media narratives about AI failures: the organization implementing 

AI, the AI technology (e.g., chatbots), software developers, and consumers. 

Crisis communication research emphasizes that responsibility attributions link crisis 

information to post-crisis reputation (Fediuk et al., 2012). Additionally, research highlights 

that the extent of reputational damage depends on stakeholders’ empathy for the organization 

(Ndone and Park, 2022). Grounded in theories of interpersonal forgiveness, such as the 

empathy model of forgiveness, Schoofs et al. (2019) demonstrate that empathy towards an 

organization in crisis can mediate the relationship between crisis information (i.e., victim 

crisis and apologetic response) and organizational reputation in two ways. First, empathy 

explains this relationship sequentially through lower perceptions of organizational 

responsibility, which induce consumer empathy for the organization. Second, independently 

of responsibility attribution, empathy allows victims to see the crisis from the other’s 

perspective, building a greater understanding of the organization’s behavior (Wade et al., 

2005). Moreover, empathy establishes a connection between the transgressor and the victim, 

which can offset the negative feelings resulting from the crisis (Riek and Mania, 2012). 

Empathy has cognitive and affective components. Cognitive empathy refers to understanding 

another person’s emotional state, while the affective component is defined as a congruent 

emotional response to another person’s emotions (Blair, 2005). Affective empathy received 

much more attention in social-psychological research on forgiveness (Fehr et al., 2010) and 

was shown to mediate the relationship between crisis information and public crisis responses 

(Schoofs et al., 2019). Similarly, Fannes and Claeys (2022) suggest that in the context of 

crisis communication, the expression of cognitive empathy is insufficient; therefore, to 

protect their post-crisis reputation, firms should ensure their responses contain affective 

empathy.   
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We expect that frames embedded in crisis news reports attributing responsibility to different 

actors will result in different degrees of affective empathy towards the firm in crisis during an 

AI failure. Empathic feelings toward the organization are expected to emerge when the 

organizations are perceived as victims of the crisis. Although we expect responsibility 

framing to influence organizational reputation through increased feelings of empathy toward 

the organization, the impact might be moderated by the crisis response strategy.  

Crisis responses are critical to shaping public perceptions post-crisis. While numerous crisis 

communication studies demonstrate the effectiveness of apologies, some have shown that 

denial can also be an effective means of protecting reputations by reducing the attribution of 

responsibility—especially when the crisis emerges in a complex context, such as consumer 

interaction with AI technology (Page 2020). In light of mixed findings, these studies call for a 

re-examination of denial’s role in crisis recovery (Kim and Sung, 2014). Notably, few of the 

studies that considered the role of denial differentiated between denial strategies (e.g., 

scapegoating, attacking the accuser) and rarely studied the effectiveness of scapegoating 

(Page, 2020).  

As the mirroring strategy represents a unique form of scapegoating (i.e., denial strategy) 

specific to issues of AI, determining its role in public responses is critical for marketers. 

Moreover, we suggest that while denial can shape perceptions of responsibility, expression of 

empathy can help observers develop emphatic concern towards firms. In this regard, firms 

often express emotions when communicating with the public, which may affect the emotions 

the receiver experiences toward the organization (Van der Meer and Verhoeven, 2014). 

Therefore, empathy is considered a vital part of crisis communication efforts. Expression of 

compassion and concern towards the affected victims helps stakeholders to cope with the 

crisis psychologically (Coombs, 2007), increases public empathy towards the CEO (Schoofs 

et al., 2019), allows firms to appear more trustworthy, and as such, reduces the negative 

impact of crises on its reputation (Kiambi and Shafer, 2016). 

Given that the mirroring strategy is a form of denial, it is likely to be met with some 

resistance from the public. According to Coombs (2007), scapegoating tends to be perceived 

negatively by stakeholders who want organizations to take responsibility rather than shift the 

blame. Moreover, denial may frustrate people’s understanding of what happened (Gillespie et 

al. 2014). Denial signals no compassion for victims and is ineffective in inducing empathic 

concern (cognitive and affective empathy) for an organization in crisis (Ndone and Park, 
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2022; Schoofs et al., 2019). For these reasons, the expression of empathy may be particularly 

relevant to offset the potentially negative effects of the mirroring strategy, which may be seen 

as cold and uncaring.  

Based on our literature review, we propose that the responsibility frames will result in 

different degrees of empathy toward the firm in crisis, and this relationship is moderated by a 

denial response accompanied by the expression of empathy (i.e., toward consumers). In turn, 

empathy toward the organization stimulates the public to evaluate the firm reputation more 

positively and be less inclined to engage in negative word-of-mouth. Formerly, our 

hypothesis considers that when firms respond to an AI crisis in which news reports attribute 

responsibility for the crisis to consumers (a), the firm (b), developers (c), or the AI chatbot 

(d), using a denial strategy (mirroring) that features expressions of customer empathy (vs. 

without empathy expressions) will arouse more empathy toward the organization and 

subsequently enhance its reputation. 

The present research 

A multimethod investigation, including two studies, explores whether firms’ mirroring 

empathetic responses to AI failures effectively enhance consumer empathy toward the 

company and its reputation.  

Study 1 evaluates whether consumers agree on who is responsible in a situation where a firm 

is under media scrutiny due to an AI failure. Using visual elicitation techniques, we presented 

58 U.S. consumers (44% female; 32% aged 25-34) with a newspaper report about a failure 

related to a service company’s chatbot. The report included four different arguments 

regarding who might be responsible for the AI failure: the firm, the consumers, the AI-

chatbot itself, or the AI developer. After reading the report, participants evaluated the firm’s 

response to the public, presented as a post on X (formerly Twitter) that either included an 

empathetic response or did not, depending on the participant’s random assignment to this 

second stimulus. Participants were then asked to share their thoughts on who was responsible 

and whether the firm responded appropriately to consumers. To analyze the data, we 

examined whether the actors identified in the news article as potentially responsible for the 

crisis were reflected in the consumers’ opinions. Our findings indicated that, although the 

media attributed responsibility to the firm, consumers, AI-chatbot, or AI developers regarding 

the AI failure, there was no clear consensus on who was responsible. This lack of clarity 

stemmed from the high degree of disparity in participants’ narratives about responsibility. 



6 
 

Moreover, participants mentioned that the firm’s empathetic response was more effective in 

addressing the situation and mitigating potential harm to its reputation than the non-

empathetic response. 

Study 2 manipulates the context regarding an AI failure of a service firm and the subsequent 

firms’ public response. Specifically, Study 2 tests whether the empathetic mirroring response 

empirically moderates the relationships among an external (vs. internal) attribution of 

responsibility, consumer empathy toward the firm, and firm reputation. We employed a 2 

(Responsibility frames: the firm vs. others, i.e., Consumers, chatbot, developers) x 2 (Firm 

response: Mirror with vs. without empathy expression) between-subjects experimental design 

with five hundred and eighty-six U.S participants (59% female; 30% between 25-34). The 

scenarios introduced a case of a fictitious airline that attracted media attention following an 

AI chatbot failure. The reputational frame embedded in each of the four news stories 

attributed the cause of the crisis to one of four actors (i.e., Airline, Chatbot, Developer, or 

Consumers). Next, respondents read a response from the airline; one condition denied 

responsibility by transferring blame to consumers with an expression of empathy, and the 

second denied without an expression of empathy. To check for manipulations, we measured 

awareness of framing by asking whether the article attributed responsibility to either of the 

four actors (4-items), and expression of empathy by perceived demonstration of 

understanding (2-items, r = .80; Sacks, 1992). A one-way ANOVA tested the manipulation 

check for responsibility framing and showed a significant effect for recognition of the actor 

blamed for the crisis in each case as expected; consumers (F[1, 3] = 45.09; p < .001), airline 

(F[1, 3] = 47.65; p < .001), chatbot (F[1, 3] = 25.11; p < .001) and developer (F[1, 3] = 

26.76; p < .001). Hence, the manipulation checks were successful. The test showed that in the 

case of a firm response with an expression of empathy, respondents observed more 

demonstration of understanding (M = 4.78; SD =1.48) than those in the scenario with no 

empathy expression (M = 2.68; SD = 1.61; t[585] = -16.37, p < .001). Next, we measured 

participants’ affective empathy toward the firm (7-items, α = .97; adapted from McCullough 

et al., 2003) and firm reputation (4-items, α = .92; adapted from Coombs and Holladay, 2002; 

seven-point Likert scale, 1 = strongly disagree; 7 = strongly agree).  

Further, we conducted a moderated mediation analysis to determine the relationships in our 

conceptual model (Hayes 2022, Model 7). In this model, the failure responsibility frame (the 

firm vs. others: consumers, chatbot, AI developer) is the independent variable, the firm 

response featuring customer empathy (vs. no empathy), the moderator, empathy towards the 
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firm the mediator, and firm reputation the dependent variable. The indexes of moderated 

mediation showed a significant overall effect (.48; CI [.02 to .93]) from failure responsibility 

frames to firm reputation via the mediation of empathy toward the company, moderated by 

the firm response. This indirect effect is significant when the denial response features no 

empathy (SE = -.55; 95% CI [-.90 to -.21]), but the effect disappears when denial features 

empathy (SE = -.06; 95% CI [-.39 to .24]). The firm response that features customer empathy 

leads to similarly favorable empathy towards the firm (consumers frame M = 3.67 vs. others 

frame M = 3.67; F[1, 585] = .20 ; p > .05) and, subsequently, similar reputation scores 

(consumers frame M = 4.28 vs. others frame M = 4.29; F[1, 585] = .00; p > .05). By contrast, 

when the mirroring response demonstrates no customer empathy, the public evaluation of the 

firm is less favorable, and the group differences are more pronounced in empathy toward the 

firm (consumers frame M = 3.27 vs. others frame M = 2.48; F[1, 585] = 13.1; p < .001) and 

its reputation (consumers frame M = 3.96 vs. others frame M = 3.46; F[1, 587] = 5.2; p < .05 

value). 

General conclusion 

Our investigation shows that when firms address a reputational crisis involving an AI chatbot 

failure, employing a mirroring strategy that conveys empathy toward consumers can 

significantly reduce reputational damage, regardless of the attribution of responsibility 

mentioned by the media. When empathy is absent in the mirroring response, the outcome is 

less favorable, and the effectiveness of restoring the firm’s reputation is lowest when 

responding to the media frame that attributes blame to the firm, chatbot, or developers. Taken 

together, this study addresses the need for further research on the effectiveness of denial as a 

crisis response strategy in marketing and communication (Page, 2020; Pavone et al., 2023; 

Srinivasan & Drial-Abi, 2021) and adds to the growing body of literature that highlights the 

importance of expressing empathy in post-crisis reputation recovery (e.g., Fannes & Claeys, 

2022). Additionally, our findings demonstrate that evoking empathy toward the firm in public 

helps explain the relationship between crisis information and reputational outcomes. In this 

context, we contribute to the literature exploring the mediating role of empathy in crisis 

communication (Ndone & Park, 2022; Schoofs et al., 2019).  
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